Reproducing Kernel Hilbert Spaces
Applications In Statistical Signal
Processing Benchmark Papers In
Electrical Engineering And
Computer Science

The general theories contained in the text will give
rise to new ideas and methods for the natural
inversion formulas for general linear mappings in the
framework of Hilbert spaces containing the natural
solutions for Fredholm integral equations of the first
kind.

This book serves well as an introduction into the
more theoretical aspects of the use of spline models.
It develops a theory and practice for the estimation
of functions from noisy data on functionals. The
simplest example is the estimation of a smooth
curve, given noisy observations on a finite number of
its values. Convergence properties, data based
smoothing parameter selection, confidence intervals,
and numerical methods are established which are
appropriate to a number of problems within this
framework. Methods for including side conditions
and other prior information in solving ill posed
inverse problems are provided. Data which involves
samples of random variables with Gaussian,
Poisson, binomial, and other distributions are treated
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in a unified optimization context. Experimental
design questions, i.e., which functionals should be
observed, are studied in a general context.
Extensions to distributed parameter system
identification problems are made by considering
implicitly defined functionals.

Every mathematical discipline goes through three
periods of development: the naive, the formal, and
the critical. David Hilbert The goal of this book is to
explain the principles that made support vector
machines (SVMs) a successful modeling and
prediction tool for a variety of applications. We try to
achieve this by presenting the basic ideas of SVMs
together with the latest developments and current
research questions in a uni?ed style. In a nutshell,
we identify at least three reasons for the success of
SVMs: their ability to learn well with only a very small
number of free parameters, their robustness against
several types of model violations and outliers, and
last but not least their computational e?ciency
compared with several other methods. Although
there are several roots and precursors of SVMSs,
these methods gained particular momentum during
the last 15 years since Vapnik (1995, 1998)
published his well-known textbooks on statistical
learning theory with
aspecialemphasisonsupportvectormachines.
Sincethen,the?eldofmachine learninghaswitnessedin

tenseactivityinthestudyofSVMs,whichhasspread mor
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eandmoretootherdisciplinessuchasstatisticsandmath
ematics. Thusit seems fair to say that several
communities are currently working on support vector
machines and on related kernel-based methods.
Although there are many interactions between these
communities, we think that there is still roomforadditi
onalfruitfulinteractionandwouldbegladifthistextbookw
ere found helpful in stimulating further research.
Many of the results presented in this book have
previously been scattered in the journal literature or
are still under review. As a consequence, these
results have been accessible only to a relativelysmall
numberofspecialists,sometimesprobablyonlytopeople
from one community but not the others.

This article studies constructions of reproducing
kernel Banach spaces (RKBSs) which may be
viewed as a generalization of reproducing kernel
Hilbert spaces (RKHSs). A key point is to endow
Banach spaces with reproducing kernels such that
machine learning in RKBSs can be well-posed and
of easy implementation. First the authors verify many
advanced properties of the general RKBSs such as
density, continuity, separability, implicit
representation, imbedding, compactness,
representer theorem for learning methods, oracle
inequality, and universal approximation. Then, they
develop a new concept of generalized Mercer
kernels to construct p-norm RKBSs for 1?7p?7? .

This is an exercises book at the beginning graduate
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level, whose aim is to illustrate some of the
connections between functional analysis and the
theory of functions of one variable. A key role is
played by the notions of positive definite kernel and
of reproducing kernel Hilbert space. A number of
facts from functional analysis and topological vector
spaces are surveyed. Then, various Hilbert spaces
of analytic functions are studied.

Branches of mathematics and advanced
mathematical algorithms can help solve daily
problems throughout various fields of applied
sciences. Domains like economics, mechanical
engineering, and multi-person decision making
benefit from the inclusion of mathematics to
maximize utility and cooperation across disciplines.
There is a need for studies seeking to understand
the theories and practice of using differential
mathematics to increase efficiency and order in the
modern world. Emerging Applications of Differential
Equations and Game Theory is a collection of
innovative research that examines the recent
advancements on interdisciplinary areas of applied
mathematics. While highlighting topics such as
artificial neuron networks, stochastic optimization,
and dynamical systems, this publication is ideally
designed for engineers, cryptologists, economists,
computer scientists, business managers,
mathematicians, mechanics, academicians,

researchers, and students.
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An accessible introduction to Hilbert spaces,
combining the theory with applications of Hilbert
methods in signal processing.

A unique introduction to reproducing kernel Hilbert
spaces, covering the fundamental underlying theory
as well as a range of applications.

An authoritative text that presents the current
problems, theories, and applications of mathematical
analysis research Mathematical Analysis and
Applications: Selected Topics offers the theories,
methods, and applications of a variety of targeted
topics including: operator theory, approximation
theory, fixed point theory, stability theory,
minimization problems, many-body wave scattering
problems, Basel problem, Corona problem,
inequalities, generalized normed spaces, variations
of functions and sequences, analytic generalizations
of the Catalan, Fuss, and Fuss—Catalan Numbers,
asymptotically developable functions, convex
functions, Gaussian processes, image analysis, and
spectral analysis and spectral synthesis. The
authors—a noted team of international researchers in
the field— highlight the basic developments for each
topic presented and explore the most recent
advances made in their area of study. The text is
presented in such a way that enables the reader to
follow subsequent studies in a burgeoning field of
research. This important text: Presents a wide-range

of important topics having current research
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importance and interdisciplinary applications such as
game theory, image processing, creation of
materials with a desired refraction coefficient, etc.
Contains chapters written by a group of esteemed
researchers in mathematical analysis Includes
problems and research questions in order to
enhance understanding of the information provided
Offers references that help readers advance to
further study Written for researchers, graduate
students, educators, and practitioners with an
interest in mathematical analysis, Mathematical
Analysis and Applications: Selected Topics includes
the most recent research from a range of
mathematical fields.

Provides a comprehensive review of kernel mean
embeddings of distributions and, in the course of
doing so, discusses some challenging issues that
could potentially lead to new research directions.
The targeted audience includes graduate students
and researchers in machine learning and statistics.
This book treats the fundamental mathematical
properties that hold for a family of Gaussian random
variables.

The book covers theoretical questions including the
latest extension of the formalism, and computational
issues and focuses on some of the more fruitful and
promising applications, including statistical signal
processing, nonparametric curve estimation, random

measures, limit theorems, learning theory and some
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applications at the fringe between Statistics and
Approximation Theory. It is geared to graduate
students in Statistics, Mathematics or Engineering,
or to scientists with an equivalent level.

This monograph reviews different methods to design
or learn valid kernel functions for multiple outputs,
paying particular attention to the connection between
probabilistic and regularization methods.

This book presents a broad overview of the theory
and applications of structure topology and symplectic
geometry. Over six chapters, the authors cover
topics such as linear operators, Omega and Clifford
algebra, and quasiconformal reflection across
polygonal lines. The book also includes four
interesting case studies on time series analysis in
practice. Finally, it provides a snapshot of some
current trends and future challenges in the research
of symplectic geometry theory. Structure Topology
and Symplectic Geometry is a resource for scholars,
researchers, and teachers in the field of
mathematics, as well as researchers and students in
engineering.

Stochastic Analysis for Gaussian Random
Processes and Fields: With Applications presents
Hilbert space methods to study deep analytic
properties connecting probabilistic notions. In
particular, it studies Gaussian random fields using
reproducing kernel Hilbert spaces (RKHSs).The

book begins with preliminary results on covariance
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and associated' RKHS

The notions of positive functions and of reproducing
kernel Hilbert spaces play an important role in
various fields of mathematics, such as stochastic
processes, linear systems theory, operator theory,
and the theory of analytic functions. Also they are
relevant for many applications, for example to
statistical learning theory and pattern recognition.
The present volume contains a selection of papers
which deal with different aspects of reproducing
kernel Hilbert spaces. Topics considered include one
complex variable theory, differential operators, the
theory of self-similar systems, several complex
variables, and the non-commutative case. The book
is of interest to a wide audience of pure and applied
mathematicians, electrical engineers and theoretical
physicists.

A realistic and comprehensive review of joint
approaches to machine learning and signal
processing algorithms, with application to
communications, multimedia, and biomedical
engineering systems Digital Signal Processing with
Kernel Methods reviews the milestones in the mixing
of classical digital signal processing models and
advanced kernel machines statistical learning tools.
It explains the fundamental concepts from both fields
of machine learning and signal processing so that
readers can quickly get up to speed in order to begin

developing the concepts and application software in
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their own research. Digital Signal Processing with
Kernel Methods provides a comprehensive overview
of kernel methods in signal processing, without
restriction to any application field. It also offers
example applications and detailed benchmarking
experiments with real and synthetic datasets
throughout. Readers can find further worked
examples with Matlab source code on a website
developed by the authors. Presents the necessary
basic ideas from both digital signal processing and
machine learning concepts Reviews the state-of-the-
art in SVM algorithms for classification and detection
problems in the context of signal processing Surveys
advances in kernel signal processing beyond SVM
algorithms to present other highly relevant kernel
methods for digital signal processing An excellent
book for signal processing researchers and
practitioners, Digital Signal Processing with Kernel
Methods will also appeal to those involved in
machine learning and pattern recognition.

On November 12-14, 1997 a workshop was held at
the Vrije Universiteit Amsterdam on the occasion of
the sixtieth birthday ofM. A. Kaashoek. The present
volume contains the proceedings of this workshop.
The workshop was attended by 44 participants from
all over the world: partici pants came from Austria,
Belgium, Canada, Germany, Ireland, Israel, Italy,
The Netherlands, South Africa, Switzerland, Ukraine

and the USA. The atmosphere at the workshop was
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very warm and friendly. There where 21 plenary
lectures, and each lecture was followed by a lively
discussion. The workshop was supported by: the
Vakgroep Wiskunde of the Vrije Univer siteit, the
department of Mathematics and Computer Science
of the Vrije Univer siteit, the Stichting VU Computer
Science & Mathematics Research Centre, the
Thomas Stieltjes Institute for Mathematics, and the
department of Economics of the Erasmus University
Rotterdam. The organizers would like to take this
opportunity to express their gratitude for the support.
Without it the workshop would not have been so
successful as it was. Table of Contents Preface . . ..

Kaashoek . .. ... .. . .. .
....... xiii Curriculum Vitae of M. A. Kaashoek . . ..
................................ XV List of

......... xxxi H. Bart, A. C. M. Ran and H. I.
Woerdeman Personal Reminiscences . ...........

Adamyan and R. Mennicken On the Separation of
Certain Spectral Components of Selfadjoint Operator
MatriCes . . ...
...1 1. Introduction............... ... ... .....
................... 1 2. Conditions for the

Page 10/22



Separation of Spectral Components ... .. .. 4 3.
Example . ... ... . .

Hilbert space theory is an invaluable mathematical
tool in numerous signal processing and systems
theory applications. Hilbert spaces satisfying certain
additional properties are known as Reproducing
Kernel Hilbert Spaces (RKHSSs). This primer gives a
gentle and novel introduction to RKHS theory. It also
presents several classical applications. It concludes
by focusing on recent developments in the machine
learning literature concerning embeddings of random
variables. Parenthetical remarks are used to provide
greater technical detail, which some readers may
welcome, but they may be ignored without
compromising the cohesion of the primer. Proofs are
there for those wishing to gain experience at working
with RKHSs; simple proofs are preferred to short,
clever, but otherwise uninformative proofs. Italicised
comments appearing in proofs provide intuition or
orientation or both. A Primer on Reproducing Kernel
Hilbert Spaces empowers readers to recognize when
and how RKHS theory can profit them in their own
work.

This book presents a collection of papers from the
10th ISAAC Congress 2015, held in Macau, China.
The papers, prepared by respected international

experts, address recent results in Mathematics, with
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a special focus 'on Analysis. By structuring the
content according to the various mathematical
topics, the volume offers specialists and non-
specialists alike an excellent source of information
on the state-of-the-art in Mathematical Analysis and
its interdisciplinary applications.

Reproducing kernel Hilbert spaces have developed
into an important tool in many areas, especially
statistics and machine learning, and they play a
valuable role in complex analysis, probability, group
representation theory, and the theory of integral
operators. This unique text offers a unified overview
of the topic, providing detailed examples of
applications, as well as covering the fundamental
underlying theory, including chapters on interpolation
and approximation, Cholesky and Schur operations
on kernels, and vector-valued spaces. Self-
contained and accessibly written, with exercises at
the end of each chapter, this unrivalled treatment of
the topic serves as an ideal introduction for graduate
students across mathematics, computer science,
and engineering, as well as a useful reference for
researchers working in functional analysis or its
applications.

The First International Congress of the International
Society for Analysis, its Applications and
Computations (ISAAC'97) was held at the University
of Delaware from 3 to 7 June 1997. As specified in

the invitation of the President Professor Robert P.
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Gilbert of the ISAAC, we organized the session on
Reproducing Kerneis and Their Applications. In our
session, we presented 24 engaging talks on topics of
current interest to the research community. As
suggested and organized by Professor Gilbert, we
hereby publish its Proceedings. Rather than
restricting the papers to Congress participants, we
asked the leading mathematicians in the field of the
theory of reproducing kern els to submit papers.
However, due to time restrietions and a compulsion
to limit the Proceedings a reasonable size, we were
unable to obtain a comprehensive treatment of the
theory of reproducing kernels. Nevertheless, we
hope this Proceedings of the First International
Conference on reproducing kerneis will become a
significant reference volume. Indeed, we believe that
the theory of reproducing kernels will stand out as a
fundamental and beautiful contribution in
mathematical sciences with a broad array of
applications to other areas of mathematics and
science. We would like to thank Professor Robert
Gilbert for his substantial contri bu tions to the
Congress and to our Proceedings. We also express
our sincere thanks to the staff of the University of
Delaware for their manifold cooperation in organizing
the Congress.

An Introduction to the Theory of Reproducing Kernel
Hilbert SpacesCambridge University Press

The Kernel Function and Conformal Mapping by
Page 13/22



Stefan Bergman is a revised edition of ""The Kernel
Function™. The author has made extensive changes
in the original volume. The present book will be of
interest not only to mathematicians, but also to
engineers, physicists, and computer scientists. The
applications of orthogonal functions in solving
boundary value problems and conformal mappings
onto canonical domains are discussed; and
publications are indicated where programs for
carrying out numerical work using high-speed
computers can be found.The unification of methods
in the theory of functions of one and several complex
variables is one of the purposes of introducing the
kernel function and the domains with a distinguished
boundary. This approach has been extensively
developed during the last two decades. This second
edition of Professor Bergman's book reviews this
branch of the theory including recent developments
not dealt with in the first edition. The presentation of
the topics is simple and presupposes only
knowledge of an elementary course in the theory of
analytic functions of one variable.

A general class of powerful and flexible modeling
techniques, spline smoothing has attracted a great
deal of research attention in recent years and has
been widely used in many application areas, from
medicine to economics. Smoothing Splines: Methods
and Applications covers basic smoothing spline

models, including polynomial, periodic, spherical,
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thin-plate, L-, and partial splines, as well as more
advanced models, such as smoothing spline
ANOVA, extended and generalized smoothing spline
ANOVA, vector spline, nonparametric nonlinear
regression, semiparametric regression, and
semiparametric mixed-effects models. It also
presents methods for model selection and inference.
The book provides unified frameworks for estimation,
inference, and software implementation by using the
general forms of nonparametric/semiparametric,
linear/nonlinear, and fixed/mixed smoothing spline
models. The theory of reproducing kernel Hilbert
space (RKHS) is used to present various smoothing
spline models in a unified fashion. Although this
approach can be technical and difficult, the author
makes the advanced smoothing spline methodology
based on RKHS accessible to practitioners and
students. He offers a gentle introduction to RKHS,
keeps theory at a minimum level, and explains how
RKHS can be used to construct spline models.
Smoothing Splines offers a balanced mix of
methodology, computation, implementation,
software, and applications. It uses R to perform all
data analyses and includes a host of real data
examples from astronomy, economics, medicine,
and meteorology. The codes for all examples, along
with related developments, can be found on the
book’s web page.

This course text fills a gap for first-year graduate-
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level students reading applied functional analysis or
advanced engineering analysis and modern control
theory. Containing 100 problem-exercises, answers,
and tutorial hints, the first edition is often cited as a
standard reference. Making a unique contribution to
numerical analysis for operator equations, it
introduces interval analysis into the mainstream of
computational functional analysis, and discusses the
elegant techniques for reproducing Kernel Hilbert
spaces. There is discussion of a successful

“hybrid” method for difficult real-life problems,

with a balance between coverage of linear and non-
linear operator equations. The authors successful
teaching philosophy: “We learn by doing” is
reflected throughout the book. Contains 100 problem-
exercises, answers and tutorial hints for students
reading applied functional analysis Introduces
interval analysis into the mainstream of
computational functional analysis

The present paper may be considered as a sequel to
our previous paper in the Proceedings of the
Cambridge Philosophical Society, Theorie generale
de noyaux reproduisants-Premiere partie (vol. 39
(1944)) which was written in 1942-1943. In the
introduction to this paper we outlined the plan of
papers which were to follow. In the meantime,
however, the general theory has been developed in
many directions, and our original plans have had to

be changed. Due to wartime conditions we were not
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able, at the time of writing the first paper, to take into
account all the earlier investigations which, although
sometimes of quite a different character, were,
nevertheless, related to our subject. Our
investigation is concerned with kernels of a special
type which have been used under different names
and in different ways in many domains of
mathematical research. We shall therefore begin our
present paper with a short historical introduction in
which we shall attempt to indicate the different
manners in which these kernels have been used by
various investigators, and to clarify the terminology.
We shall also discuss the more important trends of
the application of these kernels without attempting,
however, a complete bibliography of the subject
matter. (KAR) P. 2.

This book evolved from a set of lectures presented
under the auspices of the Conference Board of
Mathematical Sciences at the Case Institute of
Technology in September 1984. The original
objective of the lectures was to present an
introduction to the theory and applications of $J$
inner matrices. However, in revising the lecture
notes for publication, the author began to realize that
the spaces ${\mathcal H}(U)$ and ${\mathcal H}(S)$
are ideal tools for treating a large class of matrix
interpolation problems including ultimately two-sided
tangential problems of both the Nevanlinna-Pick type

and the Caratheodory-Fejer type, as well as mixtures
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of these. Consequently, the lecture notes were
revised to bring ${\mathcal H}(U)$ and ${\mathcal
H}(S)$ to center stage. This monograph is the first
systematic exposition of the use of these spaces for
interpolation problems.

This book provides a large extension of the general
theory of reproducing kernels published by N. Aronszajn
in 1950, with many concrete applications.In Chapter 1,
many concrete reproducing kernels are first introduced
with detailed information. Chapter 2 presents a general
and global theory of reproducing kernels with basic
applications in a self-contained way. Many fundamental
operations among reproducing kernel Hilbert spaces are
dealt with. Chapter 2 is the heart of this book.Chapter 3
is devoted to the Tikhonov regularization using the
theory of reproducing kernels with applications to
numerical and practical solutions of bounded linear
operator equations.In Chapter 4, the numerical real
inversion formulas of the Laplace transform are
presented by applying the Tikhonov regularization,
where the reproducing kernels play a key role in the
results.Chapter 5 deals with ordinary differential
equations; Chapter 6 includes many concrete results for
various fundamental partial differential equations. In
Chapter 7, typical integral equations are presented with
discretization methods. These chapters are applications
of the general theories of Chapter 3 with the purpose of
practical and numerical constructions of the solutions.In
Chapter 8, hot topics on reproducing kernels are
presented; namely, norm inequalities, convolution

inequalities, inversion of an arbitrary matrix,
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representations of inverse mappings, identifications of
nonlinear systems, sampling theory, statistical learning
theory and membership problems. Relationships among
eigen-functions, initial value problems for linear partial
differential equations, and reproducing kernels are also
presented. Further, new fundamental results on
generalized reproducing kernels, generalized delta
functions, generalized reproducing kernel Hilbert spaces,
andas well, a general integral transform theory are
introduced.In three Appendices, the deep theory of Akira
Yamada discussing the equality problems in nonlinear
norm inequalities, Yamada's unified and generalized
inequalities for Opial's inequalities and the concrete and
explicit integral representation of the implicit functions
are presented.

This open access book presents a comprehensive
survey of modern operator techniques for boundary
value problems and spectral theory, employing abstract
boundary mappings and Weyl functions. It includes self-
contained treatments of the extension theory of
symmetric operators and relations, spectral
characterizations of selfadjoint operators in terms of the
analytic properties of Weyl functions, form methods for
semibounded operators, and functional analytic models
for reproducing kernel Hilbert spaces. Further, it
illustrates these abstract methods for various
applications, including Sturm-Liouville operators,
canonical systems of differential equations, and
multidimensional Schroédinger operators, where the
abstract Weyl function appears as either the classical

Titchmarsh-Weyl coefficient or the Dirichlet-to-Neumann
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map. The book'is a valuable reference text for
researchers in the areas of differential equations,
functional analysis, mathematical physics, and system
theory. Moreover, thanks to its detailed exposition of the
theory, it is also accessible and useful for advanced
students and researchers in other branches of natural
sciences and engineering.

This book first rigorously develops the theory of
reproducing kernel Hilbert spaces. The authors then
discuss the Pick problem of finding the function of
smallest $HMinfty$ norm that has specified values at a
finite number of points in the disk. Their viewpoint is to
consider $HMinfty$ as the multiplier algebra of the Hardy
space and to use Hilbert space techniques to solve the
problem. This approach generalizes to a wide collection
of spaces. The authors then consider the interpolation
problem in the space of bounded analytic functions on
the bidisk and give a complete description of the
solution. They then consider very general interpolation
problems. The book includes developments of all the
theory that is needed, including operator model theory,
the Arveson extension theorem, and the hereditary
functional calculus.

Sufficient dimension reduction is a rapidly developing
research field that has wide applications in regression
diagnostics, data visualization, machine learning,
genomics, image processing, pattern recognition, and
medicine, because they are fields that produce large
datasets with a large number of variables. Sufficient
Dimension Reduction: Methods and Applications with R

introduces the basic theories and the main
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methodologies, provides practical and easy-to-use
algorithms and computer codes to implement these
methodologies, and surveys the recent advances at the
frontiers of this field. Features Provides comprehensive
coverage of this emerging research field. Synthesizes a
wide variety of dimension reduction methods under a few
unifying principles such as projection in Hilbert spaces,
kernel mapping, and von Mises expansion. Reflects most
recent advances such as nonlinear sufficient dimension
reduction, dimension folding for tensorial data, as well as
sufficient dimension reduction for functional data.
Includes a set of computer codes written in R that are
easily implemented by the readers. Uses real data sets
available online to illustrate the usage and power of the
described methods. Sufficient dimension reduction has
undergone momentous development in recent years,
partly due to the increased demands for techniques to
process high-dimensional data, a hallmark of our age of
Big Data. This book will serve as the perfect entry into
the field for the beginning researchers or a handy
reference for the advanced ones. The author Bing Li
obtained his Ph.D. from the University of Chicago. He is
currently a Professor of Statistics at the Pennsylvania
State University. His research interests cover sufficient
dimension reduction, statistical graphical models,
functional data analysis, machine learning, estimating
equations and quasilikelihood, and robust statistics. He
is a fellow of the Institute of Mathematical Statistics and
the American Statistical Association. He is an Associate
Editor for The Annals of Statistics and the Journal of the

American Statistical Association.
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This particular inner product family encapsulates the
statistical description from conditional intensity functions
of spike trains, therefore bridging the gap between
statistical methodologies and the need for operators for
signal processing. It is shown that these inner products
establish a solid foundation with the necessary
mathematical structure for signal processing with point
processes. The simplest point process kernel in this
family provides an interesting perspective to other works
presented in the literature, since the kernel is closely
related to cross-correlation. These theoretical
developments also have important practical implications,
with several examples shown here. The RKHS
framework is of high relevance to the practitioner since it
allows the development of point process analysis tools,
with the emphasis given here to spike train analysis. The
relation between the simplest of the CI kernels and cross-
correlation exposes the limitations of current
methodologies, but also brings forth the possibility of
using the more general Cl kernels to cope with general
point process models. From a signal processing
perspective, since the RKHS is a vector space with an
inner product, all the conventional signal processing
algorithms that involve inner product computations can
be immediately implemented in the RKHS. This is
illustrated here for clustering and PCA, but many other
applications are possible such as filtering.
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